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WORK EXPERIENCE

POSTDOC Research Associate 2021-2023

Trustworthy Autonomous Systems.

Studied trustworthy autonomous systems through the lens of machine learning.
Focused on the robustness of prediction or perception models against input space
perturbations and datasets shifts.

Research output: 1) Developed a tool to generate test examples based on existing
datasets randomly or weakly supervised by humans to discover and report the semantic
mismatch under the certain perturbations or shifts. The statistical results are organized
into model cards as reports.

2) Developed a tool to analyze the risk of decision reward under perturbations and
covariate shifts.

POSTDOC Fellowship 2020-2021

Fairness, causality, and exceptional model mining.
Studied the application of data mining methods to discover local patterns that can be
used for prediction tasks under environment changes.

Research output: developed a tool to discovery informative local patterns and use their
ensembles to perform prediction tasks, where given a causal graph indicating the
underlying data generative process, the algorithm can extract constraints to regularize
the predictor to ensure the highly accurate performance across different environments.
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PHD RESEARCH 2017-2020

e Fairness in Network Representation Learning.
Studied the concept of fairness in terms of unsupervised sensitive subgroups on
network data with network representation model.

Research output: developed an exceptional model mining method that utilized the
latent representation space to induce the structural discrepancy of input network data,
where conjunction and combination of attributes are reported as local patterns that
indicate the meaningful subgroups compared with the original network data.

e Conditional Average Treatment Effects.
Studied the problem of causal effect inference on individual level with observational
data, where recent advances of representation learning methods are used to tackle the
covariate shift problem between treatment and control groups.

Research output: proposed a representation learning method that can make use of
covariate information from both control and treatment groups to conduct prediction on
causal responses for individuals. Adversarial learning and mutual information estimation
methods are used to ensure the learning of informative representations.

e Exceptional Model Mining on multi-modal data.
Studied the problem of exceptional multi-modal behavior modeling with social media
data. A Bayesian non-parametric graphic model is proposed for the inference of
exceptional behavior in terms of space, time, and texts.

Research output: developed an exceptional model mining method that utilized the
parametric space of the Bayesian probabilistic model to search for the exceptional
behavioral patterns on social media datasets. The proposed method uses Gibbs
sampling method to conduct the inference step on multi-modal social media datasets.

ACADEMIC ACTIVITIES

e (Senior) Program Committee Member, ECML-PKDD 2020-2023, IJCAI 2021-2023, AAAI
2021-2024, UAI 2021-2023, AISTATS 2022-2023, IDA 2023, ICLR 2023.

e Journal Reviewer, International Journal of Artificial Intelligence in Education (IJAIED),
Data Mining and Knowledge Discovery (DAMI).

e Proceeding Chair, ECML-PKDD 2019.

e Volunteer, International Symposium on Intelligent Data Analysis (IDA), 2018.

e Volunteer, The Annual Machine Learning Conference of The Benelux (Benelearn), 2017.



EDUCATION

Ph.D. Computer Science, Eindhoven University of Technology, September 2020.
Thesis: “The Uncertainty in Exceptional Model Mining”,

Advisor: Mykola Pechenizkiy & Wouter Duivesteijn,
https://research.tue.nl/en/publications/the-uncertainty-in-exceptional-model-mining

M.A. Geographic Information System, Wuhan University 2015.

B.S. Geographic Information System, Yunnan University 2010.
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